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1. INTRODUCTION
1.1 Thin Coatings

Thin films are widely used because of their remarkable mechanical, electri-
cal, optical, and other properties. Applications of thin films for their mechanical
properties include iridium films for lubricating bearings, titanium nitride and tita-
nium carbide films for lubricating and extending the life of high speed steel tools,
and hard carbon films for corrosion resistance. Many resistors, capacitors and
inductors use the unique electrical properties of thin films. ‘Semiconducting thin
films are used to create diodes, transistors, and integrated cifé}Jits. Superconduct-
ing thin films are used to create Super-Conducting Quantum interference Devices
(SQUIDS), high speed memory for computers, and Josephson junctions for gener-
ating microwaves. Anti-reflection coatings, beam splitters, and anti-laser coatings
for cockpit canopies use the unique optical properties of thin films (Eckertova,
1986).

Thin.coatings are also crucial to the development new materials. Metal
matrix composites, for example, require SCS-6 coatings to transmit loads from the
matrix to the titanium fibers. Ceramic matrix composites require thin (100-200
nm) zirconia coatings to transmit loads from the matrix to the sapphire fibers. Car-
bon-carbon composites will disintegrate instantaneously in high temperature envi-
ronments if not protected by an anti-oxidation coating. Nanomachines, an

emerging technology, will depend on materials made from layers of thin films.
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1.2 Thin Film Properties

In each of these applications it is the properties of the thin films which are
critical. The mechanical, optical, and electrical properties of coatings typically
depend on their thickness. Anti-oxidation coatings and fiber coatings rely on their
bonding properties. Superconductive, electrical and optical coatings rely on the
conductivity of the films.

The measurement of thin film properties is difficult. Classic inspection
techniques measure bulk properties, and since the substrate comprises a much
larger percentage of the overall bulk of the material, these tec'lgi%liques measure the
properties of the substrate instead of the coating. Techniques -to measure elastic
properties rely on destructive tests, such as removing the coating from the sub-
strate and placing it in a miniature tension testing machine. The current technique
for measuring film adhesion méasures the force required to lift the film off the sub-
strate using a piece of Scotch tape (Eckertova, 1986). In addition to being only

qualitative, this technique destroys the film in the process.

1.3 The Problem
An inspection technique is required which can nondestructively measure
the thickness and elastic properties of thin films. Thin films are defined as opti-

cally opaque films ranging in thickness from 10 nm to 1000 nm. “Nondestructive”
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implies that, not only is the film not destroyed by removing it from the substrate,

but also that it is not contaminated by the inspection.

1.4 Laser Based Ultrasound

An effective way to nondestructively measure elastic properties is to use
ultrasonic waves. Conventional methods for measuring elastic properties, such as
tensile testing machines, require the removal of the coating from the substrate.
Other testing methods, such as radiography and eddy currents do not measure elas-
tic properties. Ultrasonic waves, because they are stress waves, can be used to
measure elastic properties. -

Conventional ultrasonic tests for thin coatings, such as acoustic micro-
scopes, are not necessarily nondestructive because they requ{re a coupling
medium. Many thin coatings need to be contaminant free, and impurities in the
coupling medium, or even the coupling medium itself, are enough to ruin the prop-
erties of the coating. To be nondestructive, the inspection technique must also be |
non-contact.

The laser based ultrasound (LBU) technique utilizes the surface of the
specimen itself as an ultrasonic transducer, and is thus a non-contact nondestruc-
tive inspection method. This technique uses a short pulse of light to rapidly heat

the surface of the specimen, and an ultrasonic wave is generated from the induced

thermoelastic strain field (White,1963). This is shown schematically in Figure 1.
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Laser Generated Ultrasound

LaserPulse 5

Heats Specimen \

Which Generates
Ultrasonic Waves —»

Laser Detected Ultrasound

The interferometer
detects the surface
displacement. ~a

Interferometer

Laser Beam \

Returning
Ultrasound
Cause the
Surface

to Displace

Figure 1. Generation, propagation, and detection of laser based ultrasound.
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This wave then propagates through the specimen, and is reflected by the substrate.
The wave then propagates back to the surface of the specimen, where it can be
detected interferometrically by measuring the displacement of the surface of the
specimen (Figure 1).

The thinnest inspectable layer using conventional LBU systems is limited
by the pulse length of the Nd: YAG laser used to generate the ultrasound. A typi-
cal Nd:YAG laser has a pulse length of 20 ns which generates ultrasound at fre-
quencies up to 20 MHz (Scruby, 1990). Using pulse-echo ultrasonics, and
assuming that the layer being inspected must be at least as th1ck as the wavelength
of the ultrasound, the thinnest inspectable layer of aluminum \_:vould be 0.32 mm.
While conventional LBU is nondestructive, the ultrasound it generates has too

long a wavelength to be useful for inspecting thin coatings. |

1.5 Ultrafast Laser Generated Ultrasound

To generate high frequency ultrasound, a very short pulse of laser light is
required. The frequency of ultrasound generated is then dependant upon the opti-
cal absorption coefficient of the material, not the pulse length. Ti:Sapphire lasers
are capable of generating ultrafast pulses of laser light, with pulse lengths less than
100 femtoseconds (fs) long. These pulses, which are five orders of magnitude
shorter than Nd:YAG pulses, generate ultrasound with frequencies which extend

up to 200 GHz, four orders of magnitude higher. The ultrashort pulses of ultra-
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sound propagate through the thin coating, are reflected by the substrate, and return
to the surface of the coating.

Conventional piezoelectric transducers cannot be used to detect these high
frequency ultrasonic echoes. These transducers require the sound to propagate
through a coupling medium, and because the ultrasound is so high in frequency, it
is attenuated before it reaches the transducer. The surface of the material itself will
have to be used to detect the ultrashort pulses of ultrasound.

Conventional interferometers are capable of detectihg high frequency
ultrasound. Theoretically there is no frequency limit to the i'ﬁ%:rferometer itself.
The photodetector used to measure the light from the interfer(;meter is, however,
shot noise limited. The minimum detectable displacement of a shot noise limited

interferometer is given by equation (1.1) (Wagner, 1990).

5 - Jn moB (1 +Kcosk(zg—2z,)) w

K2k2PO (Smk (ZR_Z()))Z

8 is the minimum detectable displacement of the surface, k = gl-t is the wave-

A
number and ), is the wavelength of the light, A is Planck’s constant, V is the fre-

quency of the light, B is the bandwidth of the detector, 1 is the quantum efficiency
of the detector, and Py is the amount of light reaching the photodetector. K is the

ratio of the signal beam intensity to the reference beam intensity for the interfer-

ometer, and for an ideal interferometer can approach 1. At the maximum signal to
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noise ratio, sink (zp—2z,) = 1, so equation (1.1) reduces to:

_ [hvB
Nnk?P,

(1.2)

Assuming a 1 mW HeNe laser, and a bandwidth of 260 GHz, the mini-
mum detectable displacement is 798 pm. For an aluminum coating, the displace-
ment of the surface due to an ultrasonic wave is typically only 8 pm (see Section
4.6). Not only is the shot noise limited interferometer unable to detect displace-
ments that small, but the problems of transmitting and mea-su;ing signals with 200
GHz bandwidths are formidable. Conventional interferomeféz is not practical for
thin coatings.

Piezoreflective inspection methods are able to deteét 'high_ frequency pulses
of ultrasound (Thomsen, 1986). Piezoreflective detection uses the property that,
for some materials, the reflectivity of the material is a function of the strain at the
surface of the material. Ultrasonic waves, which are strain waves, can then be
detected by measuring the change in reflectivity of the surface of the specimen.

To reduce the bandwidth of the signals which must be detected, part of the
ultrafast pulse from the Ti:Sapphire laser is split off the heating beam, and used as
a “probe” pulse (Figure 2). By varying the time at which the probe pulse hits the
specimen after the heating pulse (by changing the length of the delay line), the

strain at the surface of the specimen can be measured as a function of time. Figure

3 shows the reflectivity for an aluminum specimen as a function of time, and the
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heating pulse (the rise in the piezoreflective signal at 30ps) and four ultrasonic ech-

0o€s.

Retroreflector

Variable Length
Optical Delay Line

Probe Beam

Specimen

Heating Beam

<&

Photodetector

Figure 2. Piezoreflective detection of ultrafast pulses of ultrasound.

Piezoreflective detection requires the specimen to be piezoreflective.
Gold, tin, and molybdenum are examples of materials which are so weakly
piezorefiective that this technique fails to detect ultrasonic echoes. To inspect these
materials piezoreflectively, it is necessary to place a thin “transducer” coating over
the coating. Since this transducer layer cannot be removed, the technique is not

nondestructive.
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Figure 3. Piezoreflective signal for 200 nm of aluminum ove; 300 nm of gold-pal-
ladium on glass.

Interferometric detection of ultrafast laser generated ultrasound is, how-
ever, a nondestructive method for detecting ultrasonic echoes. The interferometer
detects the displacement of the surface caused by the ultrasonic echoes whether the
material is piezoreflective or not. To reduce the bandwidth of the signals which
must be detected, the interferometer uses pulses of laser light split off from the

heating beam, and an optical delay line (Figure 4).



-10-

Retroreflector

Variable Length poN
Optical Delay Line ;

Probe Beam

Specimen

Heating Beam

Interferometer

Figure 4. Interferometric detection of UFLGU.

1.6 Literature Review

Ultrafast laser generated ultrasound (UFLGU) was initially discovered as a
perturbation on a pump and probe experiment (Thomsen, 1984). The photoin-
duced changes in the optical transmission of thin films of a-As,Te; and cis-poly-
acetylene were being measured. The film was excited using an ultrafast pump
light pulse, and the optical transmission of the film was measured with a delayed

probe pulse which was delayed relative to the pump pulse. Oscillatory changes in
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the optical transmission of the film were noticed, and it was speculated that these
changes were due to ultrasound. Further experiments revealed that these oscilla-
tions varied linearly with film thickness as expected, and that the amplitudes of the
oscillations were consistent with their model.

Similar changes in the reflectivity of thin films due to ultrasound were mea-
sured in semiconductor and metallic films (Thomsen, 1986). A theory which pre-
dicted the generation of ultrasonic strains and the piezoreflective detection of these

strains was developed. This theory was validated on semiconductors (a-As,Tes)

and metals (nickel). The ability of the ultrasonic technique tcfé_:ietect weak bonds
of aluminum films on glass substrates was also demonstrated.

The generation and detection of phonons (ultrasound) in transparent coat-
ings has been reported (Lin, 1990). The pump pulse passes throug;h the transparent
coating, and is absorbed by the substrate where it generates ultrasound. The ultra-
sound then propagates through the coating, and is detected as oscillations on the
reflection signal. These oscillations were detected in fused quartz and borosilicate
glass. The damping of the ultrasonic wave due to surface microcracks in sapphire
was also demonstrated, an application of UFLGU which could be of importance to
the manufacture of microelectronics.

In another application of ultrafast techniques to microelectronics problems,
the detection of fluorocarbon contaminate layers as thin as 0.5 nm was demon-

strated (Tas, 1992). Vibrations, at a frequency of 210 GHz, were excited in 15 nm
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thick Al films. In films with a layer of fluorocarbon contaminates between the film
and substrate the vibrations continued for 10 ps, while in films which had no con-
taminates and a good bond to the substrate the vibrations died out immediately.
The detection of these thin interfacial layers by monitoring the thermoreflectance
cooling curve was also demonstrated.

Other researchers have used the thermoreflectance curve to measure the
thermal diffusivity of materials (Paddock, 1986). A finite difference model was
used to describe the cooling of the thin coating, and a simplex fitting routine was
used to deduce the thermal diffusivity. The diffusivity of thm~ﬁ1ms of nickel
agreed with the literature value to within 6%. |

Detection of ultrafast ultrasonic pulses using a bi-cell detector and surface
deflection techniques was demonstrated by Wright. The vibratioﬁs of the surface
of the specimen were measured by examining a change in the slope of the surface

of the specimen (Wright, 1991).
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2. THEORY
2.1 Generation of Ultrasound using Ultrafast Pulses of Laser Light

Ultrasound is generated by the sharp rise in temperature which occurs
when a pulse of laser light is absorbed at the surface of a material. To describe the
generation of ultrasound, it is necessary to be able to predict the temperature rise of
the specimen due to the absorption of the laser pulse. Two theories which explic-
itly predict the temperature rise during the heating pulse will be presented, and will
then be used to check the finite difference theory, which also predicts the cooling
of the surface of the specimen after the heating pulse is ﬁmsﬁéd.
2.1.1 Maris’s Model

Maris assumed that the period of the ultrafast pulse would be so short that
no heat conduction would occur (Thomsen, 1986). The temperaﬁn'e rise of the
material is then given by the amount of energy deposited per unit volume, divided
by the heat capacity of the material. This is expressed empirically as equation

@2.1).

T(z) = (1-R) A%Ce-zfc 2.1)

T(z) is the temperature rise as a function of depth z into the material, R is the

reflectivity of the specimen, Q is the energy in the heating pulse, A is the area of

the laser beam, C is the specific heat per unit volume of the specimen, and C is the

optical absorption length of the material. This is only a one dimensional descrip-
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tion of the temperature profile, but since the width of the heating beam is signifi-
cantly larger than then the thickness of the coating, the heat flow in the lateral
direction is negligible.
2.1.2 Carslaw and Jaeger’s Model

Carslaw and Jaeger’s theory predicts the temperature rise due to'a heat
source which decays exponentially as a function of depth into the specimen
(Carslaw, 1959). This theory was developed for the problem of a microwave heat
source on an infinite half space, but it also applies to the problem of laser absorp-

tion by at the surface of a material (2.2). E

_ 2Ao) : z Ay
T(z,t) = a+bz+ (Zb + Xa @zerfc(zﬁ)-— oczKe z(22)

A
+ ———eoxi-uxgrfc [oc«/x_t -

202K ) A/K_t:l

AO 2 ' Z
+ e xt+exerfe [ou/ft + ——]
202K 2./t

T(z,t) is the temperature rise, ¢ is time, A, is the heat flux at the surface of the spec-

imen and is given by the instantaneous power absorbed by the specimen divided
by the area that is heated. The variables a and b represent the initial temperature
distribution in the material, and are set to zero for the thin film. The thermal diffu-
sivity x is determined from the thermal conductivity of the specimen K, the spe-

cific heat of the specimen C, and the density of the specimen p.
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K = EI% (2.3)

The complementary error function erfc is related to the error function (erf) by
(2.4).
erfc(x) = 1-erf (x) 2.4)

Carslaw and Jaeger’s theory is an analytical solution to the heat conduction
equation, and does account for heat conduction in the z direction during the heating
cycle. While the model is based on the assumptions that lateral heat flows and heat
flows into the air above the specimen are negligible, these asé’é';;mptions are both
valid for the short time scales while the ultrafast pulse is beiné absorbed. This
model, at least in this form, does not describe the cooling of the specimen after the
heating pulse is finished. It has been suggested that differentiatiﬂg (2.2) would
convert the mode] from the casé of a step function heat source in time to an
impulse function, and the model would then describe the cooling of the specimen
(Spicer, 1996). This is left as an exercise for the reader.
2.1.3 Finite Difference Simulation

Rather than solving the heat conduction equation analytically, the finite dif-
ference method can be used to model it numerically. The temperature can then be
predicted from the initial temperature distribution and the boundary conditions as a

function of time.
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The finite difference method starts with the classic heat conduction equa-

tion (2.5).

o _ 10T |
VT = ey | (2.5)

Because the heating beam is much larger than the thickness of the coating, the heat
flow in the lateral directions are negligible, which reduces (2.5) to a one dimen-

sional equation (2.6).

10T

82
“T@n =G (2.6)

The classic definition of the first derivative of temperature with respect to z

is given by (2.7).
-B—T(z, f) = lim T(z+Az,t) =T (z,1) @7
0z Az-50 Az

Rather than letting Az go to zero, the solid is divided into discrete points, and Az is
the distance between points. The forward difference derivative then becomes
(2.8), and the backward difference derivative becomes (2.9) and the variables are

shown in Figure 5.
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T(zt)

T(zpy. 1)

T(zpyty)
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Figure 5. Finite difference variables. -

T ,t)-T(z,t,)
—-a—T(Z 1 t") = S o ) - (29
m+ = AZ

a _ T(zm? tn) - T(zm-—]_’ tn)
s, yr) - T

Using forward and backward difference formulae, the second derivative can be

expressed as (2.10).
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0
% (37 (= )}az £, ph)

az
— T (2 t,) = (2.10)
Z -
_ T(z,,,t) —2T(z,,1) +T(z,_15t) -
Az * -
Similarly, the forward difference for t is:
0 T(z,t,,1) -T(z1,)
=1l z,t = 2.11
572 4) TR @

Equations (2.10) and (2.11) can then be used to solve the heat ~:c_‘onduction equation

for the temperature at the n+1 time step.

T(Z,t,,1) = T(2,t) + K (T(zm+1, t,) — 2T(zm, t,) + (2.12)

T(zpt,))

The heating of the specimen is modelled by adding temperature increases
to the finite difference elements which absorb the laser light. The amount of heat
absorbed by each element is calculated from the optical absorption coefficient of
the material. The temperature rise is calculated by dividing the absorbed heat by
the thermal capacity of the element. By adding the temperature rise at each time

step, conduction of the heat during the heating of the specimen is modelled.
For the finite difference method to converge, the quantity K A—ZZ must be

less than 1.0, and should be less than 0.1.
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This finite difference model describes both the heating and the cooling of
the specimen, which allows the shape of the thermoreflectance cooling curves to

be predicted.

2.2 Thermoelastic Stress Distribution Due to the Laser Pulse
The one dimensional linear thermoelastic theory is used to calculate the

expansion, or strain in the specimen caused by the heating pulse (Thomsen, 1986).
€(z) = -3BT(2) A (2.13)

¢ is the strain in the z direction, B is the thermal expansion coefficient, and T is

the temperature rise in the specimen due to the laser heating. —’i‘he stress distribu-

tion is obtained by multiplying the strain distribution by B, the bulk modulus

(2.14).

6 (z) = -3BBT(2) (2.14)

2.3 Propagation of the Thermoelastic Stress Pulse
Once the initial stress distribution has been generated, half of the stress dis-
tribution propagates in the positive z direction, and the other half propagates in the
negative z direction. This is described by (2.15) where v is the longitudinal speed
of sound.
N(z,t) = 6(z—-vt) +0(z+v1) (2.15)

This is shown schematically in Figure 6 where ultrasonic wave A propagates in the



-20-
positive z direction. Wave B, which propagates in the negative direction, is
reflected by the free surface and changes from a compressive to a tensile wave
(wave C). Wave B and wave C add together using superposition for z > 0 yielding
wave D. The stress at the free surface due to wave B (shown ’py arrow 1) i§ the

same in magnitude but opposite in sign to the stress due to wave C at z =0 (shown

by arrow 2).

Stress

Figure 6. Propagation of the ultrasonic stress wave near the interface.
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These two stresses will always sum to O at z = 0. The overall displacement of the

surface (the sum of all the strains from z = 0 to z = o) will, however, be nonzero

and the sum of the stresses B and C at z > 0 will of course be nonzero.

2.4 Thermal Waves

In addition to generating ultrasound, the heating beam also generates ther-
mal waves because it is chopped. This chopping is necessary to use lock-in detec-
tion to observe the small changes in reflectivity on top of a large DC offset.
Rosencwaig has demonstrated that thermal waves will modulate the reflectivity of
the specimen at the chopping frequency (Rosencwaig, 1985), and can be used to
determine th¢ thermoreflectivity of a material. Knowing the thermoreflectivity of
the material should make it possible to predict the thermal cooling curves from the
ultrafast laser pulses. To do this, however, it is necessary to know the change in the
surface temperature of the specimen caused by the thermal waves. Because of the
difficulties inherent in measuring surface temperatures at high frequency, they
were calculated instead.

One way to calculate the temperature increase of the specimen due to ther-
mal waves is to assume that the specimen is a half space, and then calculate the
temperature increase due to a heating beam which is turned on for half of the chop-

ping cycle (2.16) (Carslaw, 1959).
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T(z,t) = Jxt

. Z
lerfc| —— 2.16
f ( > ’_m) (2.16)

Unfortunately the assumption that the coating can be treated as a half space is
invalid. The distance for the temperature to drop to 50% of its value at the surface
is 5 microns, which is much greater than the thickness of the coating. Because the
thermal conductivity of glass substrates is 100 to 200 times less than that of the
coating, it acts like an insulator.

This problem then becomes one of a layer heated with_a constant flux on
one side, and insulated on both sides. The solution to this pr&)lem is given by

Carslaw and Jaeger (2.17) (Carslaw, 1959).

_ Fot Fyl|3x2-]2 ( 1)n -
I'zn pcl+K{ 612 nzz

The first term is merely the heat input divided by the thermal mass of the coating;

Knﬂt

s%} 2.17)

the rest of the terms are corrections which vary across the thickness of the coating.

At frequencies from 0.1 to 10 MHz the first term is at least an order of magnitude

Jarger than the correction terms. This first term, where £ = z—l-f , also predicts a 1/

f dependance on frequency, which has been observed experimentally.
The Rosencwaig-Gersho theory (2.18) also predicts a 1/f dependence for

the surface temperature specimen in a photoacoustic cell (Rosencwaig, 1985).
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_ B
IO, = 5 Fr-o9 2.18)
[(r—l) (b+1)edt— (r+1) (b—1) e~ +2(b—r)e—ﬁl:|

(g+1) (b+1)ed'—(g-1) (b-1) e

where f = é is the optical absorption coefficient, { is the optical absorption

K”a,, K’a’ (0
l h, b - m— - —, - _— = > = 1 ’
engt 2 '8 %2’ ¢ A/;( ®=2nf, 0= (l+i)a ,and

r= (1-i) Z-B—a . The prime and double prime variables fef;r to the gas above

the specimen, and the backing behind the specimen respectively. For the case
when the thin coating is the specimen, air is the gas above the specimen, glass is
the substrate material and neither air nor glass conduct heat as well as metals, so b

= g = 0. This simplifies equation (2.18) to:

BI, (r=1)eS'+ (r+1) e —2reb
T0.0) = 5mres ] e | e
At 1 MHz r>>1, so (2.19) reduces to:
BI, red! + re=ol— 2re-B!
T(0,7) = () [ = ] (2.20)
eB'= 0, and B2 » 62, which leaves:
1 6l 4. g-ol
T, = 21213 [r‘;,,_ Z—Gl] (2.21)
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This equation reduces to:

I 20l + 1
T(0,7) = 212[3 [r;ol - J | 2.22)

Substituting for r and ¢ and simplifying gives:

I, e2(l+idal 4 1
T@0,t) = m[(l—l)m] (2.23)
Since al « 1, the following approximation is valid:
e+l _2 . 2.24)
e*-1 x )
Which can be used to simplify (2.23):
I, (1-1) .
T(0,7) = 4a21<l[—(1 +i)] _ (2.25)
which reduces to:
Iyoi
T(0,1) = — .
(0,1) o] (2.26)

Equation (2.26) is the solution for a layer which is optically thick and thermally
thin. The 1/f (or 1/®) dependence is obvious, and agrees with that found in the

Carslaw and Jaeger theory.

2.5 Piezoreflective Strain Detection

The classic exposition of the reflectivity variation due to strain was per-

formed by Thomsen and Maris (Thomsen, 1986). The change in the real (n) (2.27)
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and imaginary (x) (2.28) parts of the index of refraction are expressed in terms of

T 33 , the strain normal to the surface of the film.

An(z,1) = ;)_nn_n“ (z 1) | 2.27)
33 . .

Ax(z, 1) = aaTKn% (z,1) (2.28)
33

The change in reflectivity due to strain is then calculated by solving Maxwell’s

equations inside the film when the optical properties vary as a function of position.

02E 2
= = —% [e+Ae(z,)]E, - (2.29)

where A€ (z,t) is the change in € caused by the strain. The change in reflectiv-

ity is then given by:

AR = J‘: F@Ny (2, 1) dz 2.30)

where:

f@) = fo [%’; sin(‘mT”Z - ¢) + ;:; cos(47;\'nz - q))} e2/% (2.31)

fo = 8@Jn2(n2+K2—1)2+K2(n2+K2+1)2
0 cl(n+1)2+x2]2

(2.32)

K(n2+x2+1)
n(n?+xz2-1)

tand = (2.33)
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Note that, for these equations, A is the wavelength of light in free space, { is the

optical absorption length, and ¢ lies between 0 and g . The sensitivity function f

determines how strain at different depths below the surface of the film contributes

on and —-Q—K— are not
oMzy  IMag

to the change in reflectivity. For metals the quantities

known, so it is typical to fit them to the experimental data.
Since there is not enough information about the change in refractive index
as a function of temperature to use this theory in a model, (2.30) has been approx-

imated with (2.34), where a is a complex constant.

AR = aJJ Ny (2, 1) dz h (2.34)
. _

2.6 Interferometric Detection

The interferometer used for this research is a pulsed variation of the classic
Michelson interferometer. Instead of a continuous laser beam, ultrashort pulses of
light are sent through the interferometer. The path length difference between the
signal and reference arms of the interferometer is short enough so that each pulse
interferes with itself. The theory then becomes the same as that for a conventional
Michelson interferometer. The only difference is that the pulsed interferometer
measures the interference at a specific point in time, which can be varied relative to

the heating beam by changing the length of the delay line.
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The Michelson interferometer is shown schematically in Figure 7. The
coherent light from the laser is split by the beamsplitter into reference and signal
beams. The reference beam reflects off mirror M1, and the signal beam reflects off
the surface of the specimen. Both beams recombine and interfere at the beamsplit-

ter, and the amplitude of the interference signal is measured with a photodetector.

M1

Reference

4—»—' M2

Laser Beamsplitter

Photodetector

Figure 7. Classic Michelson interferometer.

Following the notation and derivation of Scruby, the laser beams can be

described using cosines:
E, = Ejcos 2nvt+¢,) E, = E,ycos (2Tvt + 0,) (2.35)

where El 0 and 520 are the amplitudes of the electric fields and ¢1 and ¢2 are

their phases (Scruby, 1990). The resultant after the fields are summed at the photo-
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detector is given by:

E, = E,+E, = (EcosQ, + E,cosd,) cos (2mvt) — (2.36)
(E,ysind, + E,,sin¢,) sin (27tv?)

The square of the amplitude of the resultant is given by summing the squares of the

sine and cosine terms giving:

EX = Eby+ Esy+ 2E Excos (¢, - §,) 2.37)

The light intensity (as measured by a photodetector) is proportional to the square

of the electric field:

I, = 1I,+1,+2,/II,cos (§; —0,) - (2.38)
Equation (2.38) predicts that the photodetector signal should change sinusoidally
as the signal mirror is displaced linearly. The change in phase as-a function of dis-

placement is given by (2.39), and a typical interference curve is shown in Figure 8.

o, = i;t—x (2.39)

The sensitivity of the interferometer (change in voltage at the photodetec-
tor for a given change in displacement) is the derivative of the interference curve

and is also shown on Figure 8.
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Figure 8. Interference signal and interferometric sensitivity for a Michelson inter-
ferometer as a function of displacement for light with a wavelength of
790 nm.

o

2.7 Combined Interferometric and Piezoreflective Detection

Both the piezoreflective and the interferometric signals will be at the same
frequency, so both will be detected by the lock-in amplifier. The two signals will
not have the same phase, however. According to J. Pease of Palo Alto Research

Inc., (Pease, 1994), the lock-in amplifier will sum these two signals vectorially.
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Consider the following piezoreflective (S,) and interferometric (I,,) signals:
S, (1) = A (2.40)
S, (1) = A, (2.41)
These signals are added vectorially by the lock-in amplifier, re_sulting in: |
S;+5, = (A +Ae%) e (2.42)
Because e!®! occurs in all the terms, it can be ignored. TheT real and imaginary

parts of the signal measured by the lock-in S, are: |

S, = (Acosd; + A cosd,) + (A;sing; + A sing,) i (2.43)
The magnitude and phase as measured by the lock-in are the standard magnitude

and phase which are used in complex analysis. To obtain the interferometric sig-
nal, S;, it is necessary to convert the lock-in signal and the piezoreflective signal

into their real and imaginary parts, and then vectorially subtract the piezoreflective
signal from the total signal, and then convert back to the magnitude and phase

domain.

2.8 Thermoreflective Detection
The optical reflectance of materials is a function of temperature

(Rosencwaig, 1985 and Cardona, 1969). The reflectivity is then given by:

R = RO+Z—§AT = R,+AR (44)
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where RO is the sample reflectivity at temperature T 0 and 1 4R is the tempera-

ROdT

ture coefficient of reflectivity, and AT the variation of the temperature of the sam-

ple surface from T, . Typical values of El_% are on the order of 10107 °C.
0

Rosencwaig notes that the thermoreflectivity signal is the same order of magnitude

as the thermal wave deflection signal.
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3. EXPERIMENTAL CONFIGURATION

3.1 Heating Beam

Probe Beam

AcoustoOptic

Modulator Focussing

Lens

Variable Length
Delay Line

Figure 9. Heating beam schematic.

3.1.1 Ti:Sapphire Laser

The Ti:Sapphire laser is pumped with a Spectra Physics BeamLok 2080-
12W Argon Ion laser. The Argon Ion laser is capable of producing 20 watts of
power, but was operated at 8 watts because that power level produced the optimal
Ti:Sapphire laser beam quality.

The Ti:Sapphire laser is a Spectra Physics Tsunami Model 3960-L 1S, oper-
ated with the standard optics set in the femtosecond mode. The laser has a repeti-

tion rate of 82 MHz, and has less than 2% noise on the laser beam from 10 Hz to 2
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MHz. The laser beam is less than 2 mm in diameter (1/e? points), and leaves the
laser vertically polarized.

The wavelength of light produced by the laser can be varied between 710
nm to 850 nm, and the pulse length can be varied by changing the amount of dis-
persive glass in the laser cavity. Figure 10 shows how the output power of the
laser (as measured using a silicon photodetector based power meter with wave-
length calibration) and pulse length (measured using a Femtochrome FR-103 auto-

correlator) varies as a function of wavelength (measured with an Oriel 77440 125

mm monochromator). =

o — 200
O
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Figure 10. Ti:sapphire laser power and pulse length vs. wavelength.
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The experimental results reported in Chapter 5 were acquired with the
Ti:sapphire laser generating 1.5 watts of average power at 760 nm and a pulse
length between 100 and 120 fs.

3.1.2 Acousto-Optic Modulator
The acousto-optic modulator (AOM) was used to chop the heating beam at

frequencies ranging from 10 Hz to 10 MHz. The AOM is a NEOS 35085-3 AOM

driven with a NEOS N3108135 driver.

To chop at frequencies above 1 MHz it was necessary to focus the laser
beam as it passes through the AOM. Focussing the beam, hoéjv__ever, reduces the
efficiency of the AOM because the light is no longer coHimate;d as it passes
through the AOM. A 400 mm focal length lens was used to allow the chopping
frequency to go up to 10 MHz while maximizing the efficiency of the AOM. The
efficiency of the AOM drops to 50%, which gives an average optical power at the
specimen of 250 mW.

3.1.3 Delay Line

The delay line consists of a CVI 63.5 mm diameter retroreflector with gold
mirrors mounted on an Aerotech ATS6000 translation stage. The laser beam
reflects off three mirrors in the retroreflector which each have a 90% reflectivity.
3.1.4 Heating Beam Focussing

The heating beam is focussed onto the specimen using a 125 mm focal

length lens. The diameter of the heating beam on the specimen is calculated from
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equation (3.1).

42
W, = n_g (3.1)

The beam waist at the specimen is 60.0 um, and the area of the beam on the spec-
imen is 2.83x10”° m?.

The energy per pulse, and the average instantaneous power of the laser to
the specimen can be calculated from fact that the average power at the specimen is
0.2 W, and the repetition rate of the laser is 82 MHz. The unchopped laser beam
must have twice as much average power as the chopped laser beam, 0.4W, so that
each laser pulse must have an energy of 4.87 nJ. The instantaif-leous power for a
100 fs pulse is 48.7 kW, and the instantaneous power density is 1.69 x 10'3 W/m?.
A typical Nd: YAG laser, with a pulse width of 4 ns, a pulse energy of 20 mJ and
focussed to a 1mm spot size has an instantaneous power of 5 MW, and an instanta-
neous power density of 6.36 x 10!> W/m?. The instantaneous power density, the
quantity which determines the amplitude of the generated ultrasound, is larger for
the Ti:sapphire laser than the Nd:YAG laser, which suggests that the Ti:sapphire
laser should be better at generating ultrasound.

3.1.5 Heating Beam Properties
The laser beam properties are summarized in Table 1, and will be used in

the models in Chapter 4.
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Table 1. Laser Beam Properties
Property units
Average power Generated by the Laser 1.5 w
Average power to Specimen 02 w
Power to Specimen before Chopping 04 w
Energy per Laser Pulse to Specimen 4.9 nJ
Instantaneous Laser Power during Pulse 49 kw
Heating beam focussing lens focal length 125 mm
Focussed Heating Beam Diameter 60.0 - pum
Focussed Heating Beam Area 2.8x10?? m?
Instantaneous Laser Power Density 1.7x10'3 w

3.2 Probe Beam

The probe beam, which is split off the heating beam, is shown schemati-
cally in Figure 11.
3.2.1 Optics

The 100 fs pulses of light are so short in time, that they are composed of a
range of wavelengths (due to the Hiesenberg uncertainty principle). Because the
pulses are not monochromatic, they are subject to broadening due to dispersion.
Reflecting these pulses off conventional multilayer broad band dielectric mirrors

can lengthen the pulses from 100 fs to 200 fs. To prevent pulse broadening, single




37-

layer Ti:Sapphire mirrors from CVI optics (PTS-767-2037-45-S) were used to pre-

serve the beam quality.
Glan-Thompson
Polarizer Beam Splitter -
Photodetector\ Cube
Periscope -

Figure 11. Probe beam path.

3.2.2 Polarization Sensitive Detection

One of the standard checks to ensure that the experiment is operating prop-
erly is to block the probe beam and verify that the lock-in signal goes to zero. On
a number of specimens with rough surfaces it was found that there was still a sig-
nificant signal, even though the probe beam was blocked. After much experimen-

tation, it was determined that, because the changes in reflectivity that the
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experiment detected were so small, even a minute amount of the heating beam
scattered into the probe beam path by the specimen would generate a significant

signal at the photodetector.

Polarization sensitive detection was used to amelioratg this problem. The
laser beam exits the laser vertically polarized. A periscope (see Figure 11) is used
to rotate the polarization of the probe beam. The light reflected off the specimen is
then directed through a Glan-Thompson polarizer. The polarizer lets the horizon-
tally polarized probe beam light pass on to the photodetector, while blocking scat-
tered heating beam light with an extinction ratio of 10,000 tofl-;

3.2.3 The Interferometer

7’

Figure 12. Schematic showing the ultrafast pulsed interferometer

The interferometer, shown schematically in Figure 12 and in a digital
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image in Figure 13, is based on a 50/50 non-polarizing beam splitter cube. Light
enters the beam splitter cube (the thin line) and is split at the interface into two
beams. Each beam travels through the focusing lens, to the specimen, and then
reflects back to the beam splitter cube. Light from each path then interferes with
light from the other path (the heavy lines in Figure 12).

Since the laser beam is incident normal to the face of the beam splitter
cube, it is acting as a 60/40 beam splitter instead of a 50/50 beam splitter. When
the beams recombine at the interface, the same effect happens, so that one of the
two sets of interfering beams from the beam splitter cube always has complete

extinction of the fringes, and the other never has complete extinction.

Figure 13. Digital image of the interferometer.
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To set up the interferometer, it is necessary to start with the incident laser

beam parallel to the dielectric interface. When the two beams emerge from the

beam splitter cube, the lens focuses them onto the same spot on the specimen.
It is necessary to separate where these beams hit the specimen, so that the

heating beam can be focussed onto only one of the spots. There are a number of

ways to separate the beams. The tilt angle of the lens can be adjusted, the beam |

splitter cube can be rotated or the angle of the beam incident upon the beam splitter

cube can be varied. The problem is, if the wrong adjustment is made, the laser

beams will only interfere at a single point along the beam path. A spreadsheet

based ray tracing analysis demonstrated that, if only the angle of the incoming

laser beam to the beam splitter cube is adjusted, the laser beams will continue to

interfere along their entire length.

3.2.4 Tilt Scans

The relative phase difference between the arms of a conventional interfer-
ometer can be varied by changing position of the reference mirror. With the setup
shown in Figure 12, this is accomplished by tilting the specimen. By varying this |
tilt, it should be possible to generate the classic interference signals shown in Sec- |

tion 2.6.
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3.3 Instrumentation

Acousto
Optic
Modulator

Figure 14. Instrumentation schematic.
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3.3.1 Photodetector

The probe beam light is detected using a New Focus 1801 DC to 125 MHz

amplified photodetector. The photodetector has a 2.4><104WZ7 conversion gain, and

|14

a noise equivalent power of 3322

JHz

3.3.2 Lock-in Extender

The lock-in extender transforms high frequency signals (up to 10 MHz)
down to 1 kHz so that the magnitude and phase of the signal _cén be measured with
a conventional lock-in amplifier. A Palo Alto Research Corpbfation PAR100
lock-in extender was used for the experiments in this thesis, a_nd was typically used
with a gain of 40 db.
3.3.3 Lock-in Amplifier

A Stanford Research Systems SRS530 lock-in amplifier was used to mea-

sure the magnitude and phase of the signals coming from the lock-in extender. The
lock-in amplifier takes the experimental signal, V cos (¢ + &) , and mixes it

with the cosine and sine of a reference signal in Phase Sensitive Detectors (PSDs).
Va1 = V,cos () cos (o + D) (3.2)

S

2

14
+-—2—‘cos [(®,-0,)t+ D]

cos [ (w, + ®,) t + D]



V,ean = Vsin (@,2) cos (@, + D) (33)

Vv
= —Zfsin[((or+ms)t+®]

S

*3

sin [ (0, - o)t + J]

The sum frequency component of Vpq is attenuated with a low pass filter,

and only the difference frequency components will be passed on to the DC amplifi-
ers. For signals which are in phase with the reference signal, the output of PSD1
will be a maximum, and the output of PSD2 will vanish. The magnitude and phase

of the signal are given by:

R = ngsdl + V2, - (3.4)

=J[Kzscos[(m,-ms)t+@]}2+[—‘;—ssin[(co,—w;)r+®]}2

=V

s

@ = arc tan(l‘;-’-’id—z ) (3.5)
psdl
3.4 Data Acquisition
The entire experiment is automated, allowing all important parameters of
the experiment (chopping frequency, translation stage movement, and interfero-
metric/piezoreflective beam block) to be controlled automatically, and the data

from the lock-in amplifier and voltmeter to be collected via the computer. The
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instrumentation in the experiment is interfaced to a Macintosh computer using an
IEEE 488 instrumentation bus.

The programs to control the experiment and acquire data were written
using Labview, an icon based data acquisition programming language developed
by National Instruments Inc. This programming language was so easy to use that
it reduced the time to develop new experiments from a few days to a few hours.

All the plots and many of the models for this research were produced using
Igor, a plotting package written by Wavemetrics. In addition to a wide range of
plotting features, Igor has a programming language which au"témates repetitive
plotting tasks. The programming language was also used to m;)del the data, so that
the model could be compared directly to the experimental data. Igor reduced the
time to plot the experimental data from the multiple tilt scans frorh over an hour to

a few minutes.

3.5 Interferometer Alignment Procedure

Because the configuration of the interferometer is critical for reproducing
the experimental results, a step by step procedure to align it is given.

1. Align the probe beam so that it is perpendicular to the front face of the
specimen with the beam splitter cube and the focussing lens removed. This is
accomplished by adjusting the beam steering mirror (BSM) until the laser beam

reflected from the specimen lines up with the incoming beam. A notecard with a
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hole for the incoming beam, placed 300 mm from the BSM is ideal for alignment
purposes.

2. Insert the beam splitter cube (BSC) back into the probe beam such that
two beams emerging from the BSC are as close as possible without changing the
shape of the beams.

3. Adjust the rotation angle of the BSC so that the interfering beams at A
reflect back along the path of the incoming laser beam. Once this is accomplished
do not change this rotation angle, and the interfering beams will remain collinear
and interfering along their entire path. ~

4. The beams at B in Figure 15 will now be intgrfeﬁné such that there is
complete extinction at the nulls of the interference pattern. Adjust the tilt (in both
planes) of the beam splitter cube to minimize the number of fringés. The minimum
number of fringes which has been achieved was 3 horizontal fringes.

5. Place the focussing lens (FL) in the beam path such that interfering
beams at A are colinear with the incoming beam.

6. Adjust the tilt on the BSM to separate the spots of light on the specimen.
This separation is nominally 5 mm. It is typically necessary to adjust the position
of the BSM after tilting it to ensure that the beams which emerge from the BSC are
undistorted. This also causes the set of interfering beams at A, which now exhibit
complete extinction to emerge from the BSC at a different angle than the incoming

beams.
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7. Place a beam pick-off mirror such that the fringes at A are reflected into
the photodetector. Optimize the pointing of this mirror by maximizing the DC
voltage from the photodetector when a beam block is placed in the reference arm
of the interferometer.

8. Adjust the tilt on the BSC, and the position and tilt of the FL to mini-

mize the number of interference fringes at the photodetector.

Figure 15. Interferometer alignment schematic.

9. Insert a cylindrical lens to expand the fringe pattern on the photodetec-
tor, so that the fringes are much larger than the photodetector.
10. Focus the heating beam on the same spot where the signal arm of the

interferometer is focussed. Do this by adjusting the horizontal and vertical posi-



-47-
tioning of the heating beam focussing lens.

11. Optimize the focussing of the heating beam by blocking the reference
arm of the interferometer and reducing the chopping frequency of the heating
beam to 1 kHz. The experiment is now sensitive to the thermal-reflectance signal
from the specimen. The width of the specimen which is affected by the thermal-
reflectance signal is inversely proportional to the chopping frequency
(Rosencwaig, 1980). By setting the chopping frequency at 1 kHz, the heated zone
of the specimen is easy to locate. The chopping frequency is then increased first to
10 kHz, and then to100 kHz and the position of the heating beam is optimized at
each frequency.

12. Increase the chopping frequency to 2 MHz, and verify that the heating
beam is not leaking into the photodetector past the Glan-Thoinpsbn polarizer. To
do this, block the incoming probe beam to the interferometer, and verify that the
lock-in signal goes to zero.

13. If the experimental configuration has changed significantly, it may nec-
essary to run a piezoreflective scan to determine where time zero is. This occurs
when the heating and probe beams both hit the specimen at the same time. A typi-

cal plot, calibrated in terms of delay line displacement, is shown in Figure 16.
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Figure 16. Piezoreflective scan showing time zero at 163.8 mm.
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Figure 17. Interferometer path length variation caused by tilting the specimen.
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14. The photodetector signal as a function of interferometer path length
difference is measured by tilting the specimen. This is shown schematically in
Figure 17. As the specimen is tilted, the length of one arm of the interferometer
changes more than the length of the other arm. This causes the photodetector sig-
nal to vary between its minimum and maximum value, as shown in Figure 18. The

voltage is measured with a digital voltmeter, not the lock-in.
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Figure 18. DC interferometer signal as a function of translation stage displacement
to cause specimen tilt.

It is important to measure the minimum and maximum signal because it will allow

the calculation of absolute displacements from the lock-in measurements.
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15. It is now necessary to measure the interferometric signal as a function
of tilt for the specimen before the heating pulse hits, after the heating pulse hits,

and when an echo hits. Typical plots are shown in Figure 19.

DC PD Voltage (v)
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Translation Stage Displacement to Cause Tilt (um)

Figure 19. Interferometer signal as a function of tilt.

The interferometer signal vanishes when the DC interferometer signal is a mini-
mum. The interferometer signal should also vanish when the DC interferometer

signal is a maximum, because the slope of the DC curve is zero. This does not
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happen, however, because there is also a piezoreflective signal.
16. It is necessary to characterize the piezoreflective signal as a function of
tilt. The reference beam of the interferometer is blocked, and the tilt of the speci-
men is scanned. A typical plot is shown in Figure 20 along with the corresponding

interferometric signal.
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Figure 20. Piezoreflective signal as a function of specimen tilt, and the correspond-
ing interferometric signal.
17. Now, at last, the interferometric response of the specimen can be mea-
sured. The program is automated such that both the magnitude and phase can be

recorded for different tilt angles.
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4. MODEL
4,1 Heating Beam Absorption by the Specimen

To predict the temperature rise of the specimen due to the absorption of the
ultrafaét laser pulse, and hence the magnitude of the ultrasonic wave which is gen-
erated, it is necessary know how much of the incident laser pulse will be absorbed
by the specimen. The optical properties and reflection coefficients necessary to
calculate how much light will be absorbed are tabulated in Table 2 (Born, 1970 and

Gray, 1973).

Table 2. Optical Properties of Metals at 589.3 nm.

Material n nk R d
; nm
Aluminum 1.80 7.12 0.877 8.5
Gold 0.14 4.26 0.971 14.2
Iron 3.69 3.94 0.606 15.3
Magnesium 0.48 3.71 0.880 16.3
Molybdenum 1.03 1.22 0.265 49.6
Nickel 2.37 421 0.674 14.3
Tin 1.48 5.25 0.830 11.5
Zinc | 3.75 4.62 0.650 13.1
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4.2 Temperature Rise of the Specimen

The increase in the temperature of a specimen due to the absorption of a
given amount of light depends on the thermal properties of the material. The ther-
mal properties (Gray, 1973, Kakac, 1993 and Ozisik, 1980), temperature inpreases
(using the finite difference method) and melting points (Kittel, 1986) are tabulated

in Table 3.

Table 3. Thermal Properties of Metals

o | Dy | | x| e | Mol

g/m ¥ C W/mK t:l(r:e °C
Aluminum 2692 900 222 . 8.50 660
Gold 18880 130 297 i.24_ 1065
Iron 7860 460 75 11.77 1538
Magnesium 1740 1040 159 6.33 649
Molybdenum | 10200 251 135 9.72 2622
Nickel 8900 440 92 9.55 1455
Tin 7300 225 67 14.20 232
Zinc 6920 382 112 15.69 419

To validate the finite difference calculation, the temperature rise as a func-
tion of distance into the specimen is plotted in Figure 21 along with the results
Maris’s and Carslaw and Jaeger’s theories. These theories agree except at the very

surface of the specimen where the temperature gradient is the highest. This dis-
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crepancy between Maris’s theory and the other theories is due to the fact that
Maris’s theory does not take into account heat conduction. When the thermal con-
ductivity of the material is set to zero, all three theories predict the same tempera-
ture. The overall conclusion then, is that all three of the theor_ies are consistent
with each other, and that the finite difference model is equivalent to the analytical
theories. Once the heating pulse is finished, however, only the finite difference
simulation can predict the subsequent decrease in the temperature of the specimen,

which is necessary to model the thermoreflectance cooling curves.

8 —
5)
< 6 - —@— Carslaw and Jaeger
.% ~B— Maris
e ! N Finite Difference
g 4
5
=

2

0

T T ] T ]
0 10 20 30 40 50x10”

v Distance into the specimen (m)
Figure 21. Temperature rise as a function of depth into the material for Al at the
end of a 100 fs heating cycle.
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The second conclusion to be drawn from Figure 21 is that the frequency of
the ultrasound which is generated will depend upon the optical absorption coeffi-
cient of the material, not the pulse length. For Nd:YAG lasers, where the pulse
length is longer than 10 ns, there is sufficient time for the heat_‘ to propagate, and
lower frequency ultrasound is generated. For ultrashort pulses of light, virtually
no conduction of heat occurs while the heating pulse is still on, a conclusion which
is validated by Thomsen (Thomsen, 1986). Since conduction does not determine
the ultrasonic pulse length, it must instead be determined by the shape of the initial
temperature profile, which is determined by the optical absort;ﬁon length of the
material. .

The temperature profiles for different metals are plotted in Figure 22. The
laser properties were taken from Table 1, and the optical and thermal properties for
the different materials were taken from Tables 2 and 3. The sharp temperature gra-
dients of aluminum and nickel suggest that thesé materials will generate higher
frequency ultrasound than gold or molybdenum.

The finite difference temperature profiles showing the cooling of an alumi-
num specimen as a function of time are shown in Figure 23. These temperature
profiles behave as expected, with the heat diffusing into the bulk of the specimen

as time passes.
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Figure 22. Temperature Rise as a function of material and distance into the speci-
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men. These profiles were calculated using the values in Tables 2 and 3.
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Figure 23. Temperature rise in an aluminum specimen as a function of depth into

the specimen and time after the heating pulse ended.
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Figure 24. Surface temperatures as a function of time.

What is more interesting is to plot the surface temperature as a function of
time, because it should have the same shape as the experimental thermoreflectance
curves. Eesley demonstrated that, for nickel coatings, the thermoreflectance sig-
nal is linear with respect to the surface temperature of the specimen as calculated

using a finite difference theory (Paddock, 1986). The surface temperature as a

function of time after the heating pulse is plotted in Figure 24.
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4.3 Generation of Ultrasound
The initial stress wave generated by the heating beam was calculated from
the temperature profile at the end of the heating pulse using the equations of sec-
tion 2.2. The bulk modulus and linear elastic expansion coefficients are given in

Table 4 (Bolz, 1973 and Gray, 1972).

Table 4. Elastic Properties of Metals

Buk | el | ovimum
Material Modulus Expans-l on Stress Yield Stress
GPa Coefficient MPa - MPa
um/m S5
Aluminum 77.6 23.0 4354 41
Gold 169.0 14.2 8.74
Iron 167.7 11.7 66.32 131
Magnesium 36.4 26.0 17.52 90
Molybdenum 272.5 5.0 39.33
Nickel 21.7 13.3 7.92 103
Tin 41.8 23.0 39.08 24
Zinc 70.0 29.7 93.93

4.4 Propagation of Ultrasound
The initial stress distribution propagates in both directions. The wave
going in the negative direction reflects off the free surface and then propagates in

the positive direction. This is shown in Figure 25 for three different times.
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Figure 25. Propagation of the ultrasonic stress wave in aluminum.
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Figure 26. Temperature profiles for an aluminum specimen as the ultrasonic wave

propagates in 1nm steps.
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Note how, after the initial stress pulse is generated, the stress at the surface, z =0,

is always zero, as was predicted by the theory in Section 2.3.
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Figure 27. Comparison of ultrasonic waves generated by assuming minimal cool-
ing (dotted curves) and the cooling which would be expected in alumi-
num (solid curves) for ultrasonic waves at 0, 1, 5 and 10 ps.

Experimentally, however, the bipolar waveforms shown in Figure 25 have
not been observed. The model needs to be refined, and the obvious improvement

is to remove the assumption that cooling of the surface is negligible.
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Figure 26 shows that the temperature profile changes significantly as the
ultrasonic wave propagates 5 nmin 1 ps. The temperature drop as the wave prop-
agates the first nanometer is 20% as large as the initial temperature rise. When
these temperature drops are included in the model for the generation of ultrasound,
the waveforms shown in Figure 27 are obtained. These waveforms approach the

unipolar shape which has been observed experimentally.
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The ultrasonic waveforms for eight metals are shown in Figure 28.
Molybdenum and zinc, which both have low thermal conductivities, approach the
bipolar waveforms predicted in Figure 25, while aluminum and gold, both good

conductors, approach a unipolar pulse.

4.5 Attenuation of Ultrasound

Ultrashort pulses of ultrasound are attenuated by both absorption during
propagation, and by transmission into the substrate as it is encountered. The
absorption of ultrasound depends on the material and how it was processed. Itis
‘not possible to predict this specimen dependant absorption. TI;': attenuation due to
transmission of the ultrasonic energy into the substrate can, however, be calculated
from the acoustic impedances of the coating and substrate (A1-11d, 1973). The longi-
tudinal velocity of sound (Chimenti, 1979), the density (Gray, 1972), acoustic
impedances, and reflection coefficients between metal coatings and substrates are
given in Table 5.

Notice that only 14% of the amplitude of an ultrasonic wave incident on
glass substrate from an aluminum coating is reflected. This much energy loss in
the reflected wave makes it difficult to detect the ultrasonic waves. If instead, a

layer of gold is placed between the aluminum and glass, the reflection coefficient

increases to 57%, and the ultrasonic echoes are detectable.
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Table 5. Ultrasonic Reflection Coefficients.

. Acous‘tic Density Acoustic | Reflection | Reflection
Material Velllc:lcslty ke/m? Ilr(r)?le(:d/amz:e g?ef. goeifi.
g/m*s ass )

Aluminum 6320 2629 16.62 -O.. 14 0.57
Gold 3240 18880 61.17 -0.66 0.00
Iron 5000 7860 39.30 -0.52 0.22
Magnesium 5820 1740 10.13 0.10 0.72
Molybdenum 6290 10200 64.16 -0.68 -0.02
Nickel 5630 8900 50.11 -0.60 0.10
Tin 3320 7300 2424 -0.32 0.43
Zinc 4170 6920 28.86 -0.40 0.36

4.6 Ultrasonic Surface Displacements

The displacement of the surface of a thin coating is modelled by adding the
strains in all the finite difference elements together. For an elastic wave which has
as much compressive strain, shown by area A in Figure 29, as tensile strain B, the
strains cancel each other and there is no net displacement. If the ultrasonic wave is
in the process of being reflected by the specimen surface as shown in Figure 30,
the compressive strain C is larger than the tensile strain F and a net displacement
of the surface of the specimen results. The strain F was obtained using superposi-
tion to add together the part of the ultrasonic wave going in the negative direction

which has already reflected off the free surface, area E, and the part of the wave




which has not yet reflected, area D.
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Figure 29. Strains before an ultrasonic wave reaches the free surface.
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Figure 30. Strains as an ultrasonic wave is reflected by a free surface.

Ultrasonic waves which are unipolar will always have a net displacement,
which changes from a net positive displacement to a net negative displacement

after the wave reflects off a free surface.

The displacement of the coating surface as function of time while the ultra-
sonic waves are in the process of being reflected is plotted in Figure 31 for eight
metals. Each point along this plot is the total displacement of the coating, and the

peaks in the displacements are caused when the strains in the ultrasonic wave sum
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together constructively. The plot for zinc is a good example of the overall change
from an overall negative displacement of the coating before the wave is reflected

to an overall positive displacement after the wave has been reflected.
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Figure 31. Displacement of the surface of the specimen as the ultrasonic wave
passes the interface.
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4.7 Thermal Wave Generation

The heating beam must be chopped in order to use lock-in detection to
measure small changes in reflectivity. A chopped heating beam, however, gener-
ates thermal waves. Three different theories to predict the temperature distribution
due to thermal waves were developed in Section 2.4. The assertion was made that,
because the coating was thin relative to the time it took to conduct heat across the
coating, the temperature did not vary significantly over the thickness of the coat-
ing. To validate this assertion, the temperature as a function of depth into the coat-
ing is plotted in Figure 32 for a relatively thick coating (500 nm) of aluminum. All
three theories show a negligible change in the temperature acr-oss the coating.

The temperature rise due to constant heat flux on an infinite half space is
much lower than the rise predicted by both the Carslaw and J aegér heat flux on a
layer theory or by the Rosencwaig theory. This is to be expected, however,
because the heat does not hit an insulating boundary, and can therefore be absorbed
by a lot more material. As the chopping frequency is increased, however, the heat
does not have enough time to diffuse to the edge of the coating, and the three theo-

ries converge as shown in Figure 33. Note that the solution for the half space

shows the classic 1 dependence which is typically observed in thermal wave

experiments. It is only when the coating is thin enough for the heat to diffuse all

L]
f

the way through it that a — dependence is observed.
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Figure 32. Thermal wave temperature as a function of distance into the coating.

If the chopping frequency is increased even further, so that the period of a
heating cycle approaches the time period of the ultrafast laser pulse, the theory for

a prescribed heat flux does approach the theories for the ultrafast pulse.
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Figure 33. Thermal wave temperature rise as a function of frequency.

4.8 Summary

The UFLGU inspection process is modelled using the theories developed
in Chapter 2. The temperature rise of the specimen as a function of time and posi-
tion is modelled using the finite difference algorithms. The generation of the ultra-
sonic wave is modelled using the linear thermal expansion coefficient, and the
attenuation of the wave

The theories developed in Chapter 2 have been used to simulate the

UFLGU inspection process. The temperature of the specimen due to the absorp-
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tion of the heating pulse and subsequent cooling is modelled using the finite differ-
ence simulation. The thermal stresses which generate the ultrasonic pulse are
modelled using the linear thermoelastic theory, and the magnitude of the stress
waves are predicted. The displacement of the surface of the specimen due to the
ultrasonic wave is predicted by summing all of the strains, and the displacements
which will be seen experimentally are predicted.

These models will be compared to actual data in the next chapter.
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5. EXPERIMENTAL RESULTS
5.1 Interferometer with Piezoelectric Excitation

Interferometers capable of resolving picometers of displacement have been
constructed (Scruby, 1990), and pulsed interferometers have been constructed
(McKie,1994), but no known interferometer using Ti:sapphire ultrafast pulses has
been reported. To demonstrate that interferometry is possible with Ti:sapphire
pulses, the interferometer was first tested on a specimen which was excited with a
conventional piezoelectric transducer. The experimental configuration, showing
the transducer located to excite only the signal beam of the iﬁéﬁ_&rferometer, is
shown in Figure 34. |

Translation Stage
to cause tilt

<>

Piezoelectric
Transducer

Figure 34. Interferometric detection of ultrasound generated with a piezoelectric
transducer.

The piezoelectric transducer was a 1 MHz, 0.5 inch diameter, Panametrics

transducer, which was designed to be used with polystyrene wedges. The speci-
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men was a glass microscope slide coated with a thick coating (approximately 600
um) of aluminum. The transducer was placed in a jig which pressed it against the
microscope slide, and ultrasonic grade honey was used to couple the longitudinal

waves from the transducer into the slide. The transducer was excited with a 1

MHz sine wave from the function generator.
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Figure 35. Piezoreflective signal as a function of voltage to the piezoelectric trans-
ducer.
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The interferometer was converted to piezoreflective detection by blocking
the reference beam. The piezoreflective signal from the aluminum coating
remained linear as the voltage to the transducer was varied from 10 mV to 10V
(Figure 35).

The interferometer was converted back to interferometric detection, and
the sensitivity of the interferometer was measured as a function of phase difference
between the reference and signal arms. This relative phase change is accom-
plished for an interferometer in this configuration by tilting the specimen. The
interference signal, and the magnitude and phase of the interfé%ometer éignal are
plotted in Figure 36. The interference curve exhibits the classic (1 + cos ) depen-
dence. Since the excitation of the transducer, and therefore the displacement of the
surface of the specimen, remains constant as the specimen is .tilte.d, the interfero-
metric signal will be proportional to the sensitivity of the transducer. This sensitiv-
ity is proportional to the slope of the interference curve, which shows that the
interferometer is operating as a classic Michelson interferometer. More impor-
tantly, this result demonstrates that the light in Ti:sapphire laser pulses is coherent

enough to use for interferometry.
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interferometer. The excitation was a 1 MHz piezoelectric transducer
driven by 10V p-p sinusoid.
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52 Thermoreflective Detection of Thermal Waves

The thermoreflectivity, the change in reflectance for a given change in tem-
perature, will be measured using the thermal wave signal. The temperature change
due to thermal waves can be calculated from the Rosencwaig model, and the
change in reflectance will be measured experimentally. These thermoreflectivities
can then be used with the finite difference model to predict the shape of the ther-
moreflectance cooling curve.

The interferometer is converted to piezoreflective detection by blocking the

reference beam as shown in Figure 37. "

l"l Acousto-optic
Modulator
Beam
Block R

Figure 37. Experimental configuration for the thermoreflectance experiment.

The delay line is set such that the probe pulse arrives before the heating pulse, so
that any transient effects from the previous ultrafast pulse will have died out by the

time the probe pulse arrives.
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The data for an aluminum coating, shown in Figure 38, exhibit the )lc

dependence which was predicted by the thermal wave model. At frequencies
below 50 kHz the heat has time to propagate through the coating, so that the ther-
mal waves are measuring the properties of both the coating an‘d the substrafe.

The temperature increase due to the thermal waves was modelled using

Rosencwaig’s theory. Recall that the temperature rise is given by:

1,01
T(0,8) = =2 :
0,0 = 5~ : 5.
The change in signal S is then given by (5.2):
I,ou

The temperature profile is plotted in Figure 39, and for 1 MHz the model predicts a

temperature rise of 9.8 °C. The data for a 200 nm thick aluminum coating were

also plotted, and the thermoreflectance coefficient T.S .~ was found to be 8x107

A
V/°C, and T=3.63x107 —;C . This value of T is significantly less than the 10

to 10 range that Rosencwaig cites as typical for most materials (Rosencwaig,
1985). Of course, the reference Rosencwaig cites (Gray, 1972), is dealing with the
refractive index of special crystals and glasses, and that data may not extrapolate to

metals.
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Figure 38. Thermoreflectance signal for a 200 nm thick layer of Al over 300 nm
of AuPd. The lower frequency data were taken with just the lock-in
amplifier, and the high frequency data were taken using the lock-in ex-

tender also.
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Figure 39. Modelling of the detection of thermal waves for a 200 nm thick layer
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The phase signal in Figure 39 varies linearly with frequency at a rate of
8.6x10* deg/Hz. This behavior could be due to a fixed time delay in the system
response.

The magnitude signal in Figure 39 shows transmission line peaks and
nulls starting at 2 MHz. It is suspected that these effects were due to the cable
between the photodetector and the lock-in. Later work will be directed at reducing
this effect so that experiments can be conducted at frequencies up to 10 MHz,
which will allow the thermal wave component of the signais to be reduced even

further. 7"':

5.3 Interferometric Detection of Thermal Waves.
5.3.1 Molybdenum

Typically interferometers only measure the displacement of the surface of
the specimen because the reflectivity of the specimen does not vary significantly,
and the intensity of the interferometer beams remains constant. For these experi-
ments, however, the interferometer is sensitive both to surface displacements and
to changes in the reflectivity of the specimen. Because both the displacement sig-
nal and thermoreflectance signals have the same frequency but different phases,
the lock-in amplifier will add the two signals vectorially. To demonstrate that this
pulsed interferometer is equivalent to a Michelson interferometer for measuring

thermal wave displacements it is necessary to minimize the thermoreflectance sig-
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nal. In order to do this, a molybdenum specimen, which is only very weakly ther-
moreflective, was used.

A 200 nm layer of molybdenum was sputtered onto glass by Peter Shull at
Johns Hopkins University. The piezoreflective signal for this specimen is shown
in Figure 40, and has a value which is only 10% as high as the interference peaks.
Although the difference in height between successive peaks is not large, it is still
about twice as high as the piezoreflective signal. If the piezoreflective signal is
subtracted off the interferometric signal (vectorially, of coui'se), successive peaks

should have the same height, and this is indeed the case as shé_wn in Figure 41.
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Figure 40. Interferometric and piezoreflective signals from molybdenum as a func-
tion of tilt.
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Figure 41. Magnitude of the interferometric signal after subtracting out the pi-
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Figure 42. Phase of the interferometric signal as a function of tilt.

The uniformly decreasing amplitude of the interferometric peaks in Figure 41 is

caused by the spot the heating beam hits shifting relative to the spot the probe
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beam hits because the two beams are not incident on the specimen at the same
angle.

The phase (Figure 42) varies by 180 degrees as the specimen is tilted from
the positive to the negative slope of the interference curve. This is similar to the
phase behavior of the interferometer when the specimen was excited using a piezo-
electric transducer.

Since the magnitude and phase data demonstrate that the interferometer is
operating as a classic Michelson interferometer, the displacément of the specimen
surface due to thermal waves can be calculated. The max1mum sensitivity of the
interferometer was found to be 0.00245 V/nm. The maximum signal was 285 1V,
which, upon dividing by the maximum sensitivity and a scaling factor for the lock-
in amplifier, gives a maximum displacement of 116.1 pm. The Résencwaig theory
for thermal waves predicts a témperature rise of 101.5 °C which will generate a
thermoelastic strain of 5.07x10-> um/m. Over a 200 nm specimen this strain will
generate a displacement of 101.5 pm, which agrees quite well with the displace-
ment measured interferometrically.

5.3.2 Aluminum

The piezoreflective signal for aluminum is typically 25% as high as the
maximum interference signal, and the difference in height between successive
peaks is typically 60% (Figure 43). By subtracting off the piezoreflective signal,

these peaks can also be made to have the same height, the same as the data for
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molybdenum. Since that has ah‘eady been demonstrated, the response of the inter-
ferometer will be modelled instead.

The interferometer signal was modelled using a single complex amplitude
for the piezoreflective signal, and a second complex number for the interferometric
signal. For the piezoreflective signal, the magnitude and phase are simply the
average value of the magnitude and phase for a tilt scan. The magnitude and phase
of the interferometric signal are determined by vectorially subtracting the piezore-
flective signal from the maximum value of the interferometric signal. The period
of the interferometric signal (how many cycles occur across é%ilt scan) was deter-
mined by the distance between the first and third minima. Thi; was also used to set
the period of the interferometer sensitivity curve (the middle plot in Figure 43).
The interferometer signal was then modelled as a sensitivity time§ a complex inter-
ferometric signal, and added to the complex piezoreflective signal. The results
show that both the magnitude and phase signals are accurately predicted.

The maximum displacement, 17.2 pm was calculated from the sensitivity
of the interferometer, 0.00634 V/nm. Rosencwaig’s theory predicts a temperature

rise of 7.9 °C, which translates into a displacement of 36.5 pm over a 200 nm thick

Al coating over AuPd. This is twice the displacement observed experimentally.
This discrepancy is a result of the assumption that the substrate is a thermal insula- W
tor. For glass substrates this assumption is valid. Gold, however, is a very good

conductor of heat, and can heat up almost as much as the aluminum coating.
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5.4 Piezoreflective Detection of Ultrasound

5.4.1 Arsenic Telluride
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Figure 44. Piezoreflectivity of a 120 nm thick As,Te; specimen.

The piezoreflective detection of ultrasound will be demonstrated to estab-
lish that the experiment is capable of reproducing the current state-of-the-art mea-

surements. As,Tes is a classic material to demonstrate piezoreflective detection
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because ultrasonic echoes produce large reflectivity changes in it. The specimen,
from Humphrey Maris and Guray Tas at Brown University, had a 120 nm thick

layer of As,Tes on a silicon substrate. The experiment was configured in the

piezoreflective mode (with the reference beam blocked). Data were acquired at a

number of wavelengths to determine whether the piezoreflectivity of As,Tes is

wavelength dependent.
The ultrasonic echoes are clearly visible in all but the shortest wavelength
data in Figure 44. Notice that the ultrasonic echoes are bipolar, which is a result of

the relatively low thermal conductivity of As,Tes.
The curves in Figure 44 replicate the published data for As,Te; (Thomsen,

1986).
54.2 Aluminum

Initial experiments to detect ultrasonic echoes in aluminum coatings failed
miserably. Upon further study, it was discovered that the acoustic impedances of
aluminum and glass were so similar that only 14% of the ultrasonic energy inci-
dent on the interface was reflected back. To increase the reflected ultrasound, a
layer of gold was placed between the aluminum and glass, which increased the
amount of reflected ultrasound to 57%.

Scott Apt, of the Materials Laboratory Characterization Facility, produced

specimens which had a 200 nm thick layer of aluminum evaporated on top a 300

nm thick layer of sputtered AuPd.
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The ultrasonic echoes from this specimen are clearly visible in Figure 45.
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Figure 45. Piezoreflective detection of ultrasonic echoes in aluminum.

The phase data show the ultrasonic echoes with significantly less noise
than the magnitude data. It is not currently understood why the ultrasonic echoes
show up so well in the phase data, but it is suspected that this is due to the real and
imaginary parts of the index of refraction varying differently as a function of

strain.
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Figure 45 shows a thickness of 70 nm for the aluminum coating. This is
significantly thinner than the 200 nm nominal thickness of the coating. Until an
independent measure of the film thickness is performed, it will be assumed that
this error is due to a lack of process control on the evaporation process. Pm of this
discrepancy could be due to the fact that the properties of a thin coating (such as
the ultrasonic velocity) are not the same as the properties for a bulk specimen of

that material, but normally this effect only changes properties by a few percent.
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Figure 46. Frequency components of the ultrasonic echoes.

Ultrasonic attenuation measurements can be used to characterize the
microstructure of materials. The higher the frequency of ultrasound, the smaller
the microstructure that can be characterized. To determine how high a frequency

the piezoreflective detection experiment can measure, the Fourier transform of the
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first three ultrasonic echoes in Figure 45 were taken.

To take the Fourier transform, each echo was separated from the waveform,
had the DC offset subtracted so that there would be no abrupt jump when the curve
was padded with zeros to obtain 1024 points. The results, shown in Figure 46,
demonstrate that experiment can generate and detect ultrasonic frequencies above

100 GHz, which corresponds to wavelengths of 63.2 nm and smaller.

5.5 Interferometric Detection of Ultrasound
551 Aluminum

The 200 nm of Al over 300 nm of AuPd specimen wé;"used to test the
interferometer first because it had produced well defined piezoreflective ultrasonic
echoes. The beam block was removed from the reference be:am to convert the
experiment to interferometric detection. The interferometric fringe pattern was
then measured by scanning the tilt of the specimen (Figure 47). The thermal wave
experiments verified that the sensitivity of the interferometer was indeed propor-
tional to the slope of the interference curve, and that the maximum sensitivity
should occur at translation stage induced tilts of 16.0 urﬁ, 23.9 um and 32.5 pm.
Furthermore, the sensitivity at 16.0 um and 32.5 pm should be the negative of the
sensitivity at 23.9 wm, which should show up in the phase data but not necessarily

the magnitude data. The interferometer should not be sensitive to any displace-

ments at 20.1 pm and 28.1 pm, because the slope is zero. To ensure that the inter-
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ferometer was working correctly, data were taken at all nine angles shown in
Figure 47, and piezoreflective data were taken. Because the experiment was auto-
mated, it was possible to acquire all ten scans automatically, and then repeat the
process indefinitely. The plotting routines averaged all the scans at a partiqular

angle together to increase the signal to noise ratio.
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Figure 47. Fringe Scan for 200 nm of Al over 300 nm AuPd

The data for a translation stage displacement of 23.9 pm, maximum posi-
tive sensitivity, were plotted first. The curve, shown in Figure 48, has echoes in
the same places as the piezoreflective data. Because the ultrasonic echoes are
sharper in the interferometric data, it suggests that the interferometer may be better
at picking up high frequencies than piezoreflective detection. The thickness of the

aluminum layer was found from the ultrasonic echoes to be 67 nm.
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Figure 48. Interferometric vs. piezoreflective data, interferometer set for maxi-
mum positive signal.

To verify the interferometer performance, both sets of data from when the
specimen was tilted to give the interferometer the maximum negative sensitivity
was plotted with the piezoreflective scan in Figure 49. The echoes should look the
same, but the phase should flip. Instead, the echoes vanished.

To determine the reason why the echoes vanished, all ten sets of magnitude
data were plotted in Figure 50, and corresponding sets of phase data were plotted
in Figure 51. In all of the figures in this dissertation where all ten plots are shown

on the same graph, the very first plot, as listed in the legend, (c_0 in Figure 50, for



91-
example) is the piezoreflective data. The other nine curves correspond to the nine
tilt angles shown on the fringe scan (Figure 48), in the order of increasing tilt. The
second curve, labeled with asterisks, would correspond to a translation stage dis-
placement of 16 um for a maximum negative slope. The fourth curve, labeled with
triangles, corresponds to a translation stage displacement of 20.1 um, and the

interferometer set for maximum destructive interference, for example.
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Figure 49. Interferometric vs. piezoreflective data, interferometer set for maxi-
mum negative signal.
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According to the interferometer theory, the c_1, ¢_5 and ¢_9 curves should
show the greatest interferometric sensitivity. These three curves do show the
greatest sensitivity to the thermal wave signal (the portion of the curve before the
heating pulse hits). The c_1 and c_9 curves are not, however, sensitive to the dis-
placements caused by the ultrasonic echoes. Instead the ¢_6 and c_7 curves show
the best sensitivity, and the c_4 and ¢_5 curves show some sensitivity. Curves c_4,
¢_5 and c_6 all occur when the interference curve has a positive slope. Curvec_7
occurs when the interferometer has no slope at all, and rather than showing no ech-
oes like it should, it shows the best echoes. ~

This interferometer behavior is definitely anomalous. When the interfer-
ometer shows the best sensitivity to thermal wave displacements it should also
show the best sensitivity to ultrasonic displacements. Moreo;'er, @hen the interfer-
ometer is shifted from the maximum positive sensitivity to the maximum negative
sensitivity, the ultrasonic echoes should still appear. Their disappearance suggests
that the interferometric and piezoreflective effects have different phases, and can
add together constructively when in phase, and can cancel each other when out of
phase. To test this hypothesis, a specimen which exhibits neither piezoreflectance
nor thermoreflectance is required. The displacement of the surface will then be the

principal effect measured.
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552 Gold

Gold is an ideal material to test the interferometer because it has a piezore-
flective signal which is 15 times smaller than the interferometric signal. A speci-

men with a 30 nm layer of gold over a 500 nm layer of SiO, on top of silicon was

obtained from Humphrey Maris and Chris Morath at Brown University.
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Figure 52. Fringe scan for 30 nm gold coating.

The difference between interferometric and piezoreflective detection is
obvious in Figure 53. Both curves show a strong spike in the signal when the heat-
ing beam hits, but only the interferometric data show ultrasonic echoes. If the
scale of the piezoreflective data is enlarged, it is possible to see a single echo (Fig-

ure 54).
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Figure 53. Interferometric and piezoreflective signal for a 30 nm gold coating
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Figure 55. Magnitude data for the gold specimen.
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Note that this is only a small echo, with a signal to noise ratio close to unity, and if
the specimen had been thicker, not even that echo would have been visible. These
two plots show that, for at least one material, interferometric detection is more
sensitive than piezoreflective detection.

All the interferometric and piezoreflective data for the gold specimen are
shown in Figure 55, and the ultrasonic echoes are clearly visible in the curve with
the positive slope. It looks like there is an echo in the destructive interference
curve, but it is not much larger than the noise. What is interesting is the Way that
the negative slope and destructive interference curves decrea‘éé in magnitude by
approximately the same amount that the positive slope data in'creases in amplitude
after the heating pulse hits. This is the behavior which was predicted for the inter-
ferometer. Unfortunately the ultrasonic echoes, which should aléo be inverted, do
not appear. This is probably due to a weak piezoreflective effect canceling a weak
interferometric efféct.

The quality of an interferometer is determined by it’s ability to detect a
given displacement for a given frequency range. To determine the frequency
response of the interferometer for this gold specimen, the Fourier transform of the
ultrasonic echoes was taken (Figure 56). The displacement of the specimen is
determined from the sensitivity of the interferometer. For this arrangement, the
sensitivity was found to be 0.00580 V/nm. The first ultrasonic echo showed a

change in voltage of 40 nV, and the second showed a change of 23 pV. The dis-
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placement corresponding to a voltage change of 23 uV is 4.0 pm. This interferom-
eter has a sensitivity of 4 pm for signals up to 100 GHz in frequency. For
comparison, the properties of two reference beam interferometers are compared to

the delay line based pulsed interferometer (Scruby, 1990).
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Figure 56. Fourier transform of the ultrasonic echoes detected interferometrically
from a 50 nm layer of gold.

Table 6. Interferometer Frequency Range and Sensitivities.

Interferometer Frequency Range Sensitivity
MHz pm
2 mW He-Ne RBI 10 3
1 W Argon Ion RBI 10 15
UF Pulsed Interferometer 100,000 4
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The ultrafast interferometer has the same sensitivity as conventional interferome-
ter, and a frequency range that is 10,000 times larger. The actual bandwidth of the
pulsed interferometer is only 1 Hz, but the delay line technique gives the interfer-

ometer a frequency response (or effective bandwidth) of greater than 100 GHz.

5.5.3 Gold Palladium
Gold Palladium is also weakly piezoreflective, and specimens are readily
available. AuPd is used to coat nonconductive specimens for examination under

the scanning electron microscope.
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Figure 57. Fringe Scan for gold-palladium.
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Figure 58. Magnitude data from 100 nm thick AuPd.
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Scott Apt, of the Materials Lab Characterization Facility, preééred a number of
specimens ranging in thickness from 100 to 600 nm. The following data were
taken on a specimen with a 100 nm layer of AuPd on glass. The fringe scan is
shown in Figure 57, the magnitude data in Figure 58, and the Phase data in Figure
59.

The ultrasonic echoes are more visible in the piezoreflective data for AuPd
than they are for the pure gold, but the interferometric signals still show about
three times as much modulation as the piezoreflective signal. Signals c_1, c_8,
and c_9 show the most amplitude modulation, and c_4 and thé piezoreflective sig-
nal ¢c_0 show about half as much modulation. Signals c_1, c;9 and c¢_8 occur
when the interference curve has a negative slope, but signal c_2 shows a thermore-
flectance drop, but virtually no ultrasonic modulation. Morebver; signal c_4 was
acquired while the interferometer was set to a positive slope. The phase data for
c_1,c_9, c_8, and c_0 (the piezoreflective scan) all show modulation due to the
ultrasound, and have phases in the -140 degree range. While it is tempting to draw
a conclusion from this, signal ¢_4 behaves completely differently. It has a phase of
70 degrees (or 180 degrees out of phase with the other signals) and also shows
modulation due to the ultrasonic echoes. Unfortunately there is not enough data to
draw a conclusion about how to maximize the ultrasonic signal. A model which
predicts the signal of the interferometer as a function of tilt angle needs to be

developed.
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The calculation of the thickness of the specimen is shown in Figure 60, and
the three measurements of the thickness agree to within 6%. The sensitivity of the
interferometer was 0.00432 V/nm, and the amplitude of the first ultrasonic reflec-
tion was 900 PV which corresponds to a displacement of 2.1 nm. Unfortur_lately
the optical, thermal and elastic constants are not available for AuPd, so that dis-

placements cannot be compared to the models.
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Figure 60. Thickness calculation for AuPd.
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5.5.4 Molybdenum

Molybdenum was demonstrated to have a low piezoreflectivity (see Sec-
tion 5.3.1), and will therefore be useful to test the interferometer. The specimen
consisted of a 200 nm thick layer of molybdenum over glass, and was produced by
Peter Shull at Johns Hopkins University. The magnitude data are shown in Figure
61 and the phase data in Figure 62.

The data are interesting, because the size of the step caused by the heating
of the surface of the specimen is proportional to thermal wave signal (the height of
the curve before the heating beam hits). This suggests that théyalue of the thermal
wave signal in Figure 61 is proportional to the sensitivity of tile interferometer for
a given tilt angle of the specimen, and that this same sensitivity can then be used to
calculate the height of the step caused by the absorption of the héating pulse.

A second feature to note is the flatness of the curves after the heating pulse
is absorbed. Using a one dimensional heat propagation model in an infinite half
space, once a heating pulse is absorbed by the film the displacement of the surface
of the film should remain constant due to conservation of energy. This would be
seen experimentally as a step increase in the displacement of the surface of the
specimen, followed by no decrease in the signal. This is exactly what happens in
Figure 61.

The thickness of the specimen, as measured from the interferometric data

fl_mag, was 170 nm.
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The actual displacements of the specimen surface can be compared to the
models developed in Chapter 4. The sensitivity of the interferometer was found to
be 0.00580 V/nm. The interferometric signal due to thermal waves was 285 iV,
which corresponds to a displacement of 49.1 pm. The Rosencwaig model predicts
a temperature rise at the surface of the specimen of 50.7 °C, and a displacement of
50.7 pm (the reason the digits are the same is because when the thermal expansion
coefficient of 5x10° is multiplied by the thickness of 200 nm a conversion factor
of 1 pm/°C results for this special case). This is only a 3% difference, which is
remarkably close considering all the likely errors in the mateﬁél properties data.

The displacement due to the absorption of the ultrafast pulse can be com-
pared to the displacement predicted by Maris’s model. The interferometric signal
immediately after the heating pulse hits is 331 LV, which cor-resp.onds to a dis-
placement of 57.1 pm. The displacement due to the heating pulse alone is 7.9 pm.
The displacement of the surface is calculated by integrating the exponentially
decaying temperature profile predicted by Maris’s model, and then multiplying the
result by the thermal expansion coefficient. The displacement is predicted to be
7.0 pm, which is very close to the 7.9 pm which was observed experimentally.

The predicted displacement due to the ultrasonic wave is 3 times larger
than the actual displacement. A displacement of 6 pm was predicted in Section
4.6. The actual displacement, as measured from the peak of f_0_mag at 65 ps to

the valley at 100 ps is only 2.4 pm. This discrepancy is probably a result of
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absorption of the ultrasound by the molybdenum. Further tests on specimens with
a range of thicknesses are required to conclusively identify the source of this dis-

crepancy.

5.6 Comparison of the Model to the Piezoreflective Data

A model, which was developed in Chapter 4, which describes the genera-
tion, propagation, and detection of ultrasound was used to simulate the piezoreflec-
tive data from a gold-palladium specimen. The specimen consisted of a 70 nm
layer of aluminum over 300 nm of AuPd. To reduce the noisgjf’-the data were
smoothed with a 25 point binomial (Gaussian) algorithm. Because the thermore-
flectance coefficient anci piezoreflectance coefficients were not known, they were
be left as adjustable parameters. The two effects were com‘t;ined using superposi-
tion (adding them together). The results of the model are shown in Figure 63. The |
surface temperature as a function of time is shown in the top curve, the displace-
ment of the surface as a function of time is shown in the second curve, and the
combined curves and the experimental data are shown in the bottom plot. The
thermoreflectance coefficient was 5.0x107 volts of change at the photodetector per
°C, and displacement was scaled using a piezoreflective constant of -100,000 volts
per unit strain. The model agrees quite well with the experimental data. In fact,

with some smoothing to take into account finite length of the probe beam, the

model would agree even better. It is important to keep in mind, however, that the
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model uses many simplistic assumptions, and ignores important effects such as

ultrasonic attenuation due to the material. The model is, however, still very useful

in helping to sort out the different physical effects and their influence on the exper-

imental results.
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Figure 63. Theory vs. experiment for the 70 nm thick Al over AuPd.
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6. CONCLUSIONS
6.1 Nondéstructive Inspection Technique for Thin Coatings

The objective of this effort was to develop a nondestructive inspection
technique to measure the thickness of thin films. The inspection technique, laser
generated high frequency ultrasound with pulsed interferometric detection, has
achieved this objective. Experimental results demonstrate that this technique mea-
sﬁred the thickness of a 67 nm thick aluminum coating, a 25 nm thick gold coating,
an 80 nm gold-palladium coating, and a 170 nm thick molybdenum coating.

A comparison of these results with the data from piezéj"r_;eﬂective experi-
ments demonstrated that this interferometric technique is inde;ed detecting the
ultrasonic echoes. Moreover, the piezoreflective data from the 30 nm thick gold
coating shows that one ultrasonic echo is only very weakly visiblé, and would dis-
appear into the noise if the coating were thicker. The interferometric data, how-
ever, clearly shows three distinct echoes. In practice, to inspect gold coatings
piezoreflectively, they would have to be coated with an aluminum transducer layer,
which would render the technique destructive. For materials which are not
piezoreflective, interferometrically detected ultrasound is the optimal method for

nondestructively measuring the thickness or elastic properties of the coating.

6.2 The Interferometer

The delay line based pulsed interferometer has the same sensitivity as a
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conventional interferometer, and a frequency range which is four orders of magni-
tude higher. Experimeﬁts using a piezoelectric transducer to generate ultrasound
demonstrated that the light in ultrafast pulses from a Ti:sapphire laser was coherent
enough to perform interferometry. These results also show that the sensitivity of
the interferometer to small displacements is proportional to the slope of the inter-
ference curve, which demonstrates that the interferometer is operating in the same
mode as a conventional Michelson interferometer. The frequency range of the
interferometer was measured by transforming the ultrasonic echoes from a 30 nm
thick gold coating into the frequency domain. Frequencies u’];'r;i;to 100 GHz were
observed for this displacements as small as 4 pm. Convention.al shot noise limited
interferometers have a frequency range of only 10 MHz for this sensitivity

(Scruby, 1990).

6.3  Modelling

Models were developed which predicted the results of the inspection pro-
cess with varying degrees of success. The thermal wave model predicted the dis-
placement of the surface of the specimen due to thermal waves to within 3% for
molybdenum. The model for the absorption of the laser pulse predicted a displace-
ment of the surface of the molybdenum specimen to be 7.0 pm, which is within
12% of the 7.9 pm which was observed experimentally. The model for the

piezoreflective detection of ultrasound predicted the qualitative shape of the signal.
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6.4  Directions for Future Work

This thesis has demonstrated the feasibility of interfero;_netrically detecting
high frequency ultrasound, but there are still many questions which must be
answered before this technique can be optimized for production inspections.

To develop this technique, a better understanding of the inspection process
is required. A model which describes the interaction of the thermoreflective,
piezoreflective and interferometric signals is necessary to opti;{ﬁze the detection of
ultrasonic echoes. A complete understanding of the phase signal is required to
compare its sensitivity to that of the magnitude signal. A cqmprehensive model is
élso required to search for data fusion opportunities, such as ;letermining the elas-
tic properties and hence the ultrasonic velocity of the material from thermal wave
or surface wave measurements so that the actual thickness of the material can be
determined from the ultrasonic echoes.

A comprehensive model of the inspection process will also demonstrate
where the experimental configuration should be enhanced. Obvious enhancements
include increasing the chopping frequency of the heating beam to reduce thermal
wave signals, using frequency doubled light to double the sensitivity of the inter-

ferometer, and using a high speed delay line.
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